ПРИМЕРНЫЕ ОЦЕНОЧНЫЕ МАТЕРИАЛЫ, 
ПРИМЕНЯЕМЫЕ ПРИ ПРОВЕДЕНИИ ПРОМЕЖУТОЧНОЙ АТТЕСТАЦИИ 
ПО ДИСЦИПЛИНЕ (МОДУЛЮ) 
«МАТЕМАТИЧЕСКТЕ МЕТОДЫ ОПТИМИЗАЦИИ»

Теоретические вопросы
1. Предмет и задачи теории оптимизации
2. Основные элементы задачи оптимизации
3. Переход от содержательной постановки задачи оптимизации к формализованной
4. Характеристики алгоритмов оптимизации
5. Оптимизация функции одной переменной. Необходимые и достаточные условия экстремума
6. Оптимизация функции одной переменной. Унимодальные функции
7. Оптимизация функции одной переменной. Метод перебора
8. Оптимизация функции одной переменной. Метод дихотомии
9. Оптимизация функции одной переменной. Метод золотого сечения
10. Оптимизация функции одной переменной. Метод Фибоначчи
11. Метод квадратичной аппроксимации в одномерных задачах
12. Безусловная оптимизация функции нескольких переменных. Необходимые и достаточные условия экстремума
13. 	Безусловная оптимизация функции нескольких переменных. Метод покоординатного спуска
14. Безусловная оптимизация функции нескольких переменных. Метод градиентного спуска
15. Безусловная оптимизация функции нескольких переменных. Метод наискорейшего спуска
16. Безусловная оптимизация функции нескольких переменных. Метод сопряженных градиентов
17. Методы условной оптимизации функции нескольких переменных. Метод Лагранжа
18. Отыскание наименьшего значения функции в замкнутой области
19. Метод проекции градиента
20. Весовая оптимизация плоской фермы


Задачи 

	Билет №1

	Используя метод деления отрезка пополам, найти минимум функции:

𝑓(𝑥) = 𝑥5 − 5𝑥3 + 10𝑥2 − 5𝑥, где 𝑥 ∈ [−3, −2].

Требуемая точность 𝜀 = 0.05

	Билет №2

	Используя метод золотого сечения, найти минимум функции:

𝑓(𝑥) = (𝑥 + 1)4 + 2𝑥2, где 𝑥 ∈ [−3, −2].

Требуемая точность 𝜀 = 0.05

	Билет №3

	Используя метод градиентного спуска, найти минимум функции:

𝑓(𝑥1, 𝑥2) = 6𝑥2 + 5𝑥2 − 4.
1	2

Начальная точка ̅𝑥̅0̅ = [1,1], начальный шаг 𝑑0 = 1
Требуемая точность 𝜀 = 0.05

	Билет №4

	Используя метод градиентного спуска, найти минимум функции:

𝑓(𝑥1, 𝑥2) = 3𝑥2 + 4𝑥2 − 2.
1	2

Начальная точка ̅𝑥̅0̅ = [1,1], начальный шаг 𝑑0 = 1
Требуемая точность 𝜀 = 0.05



	Билет №5

	Выполнить две итерации метода наискорейшего спуска для функции:

𝑓(𝑥1, 𝑥2) = 6𝑥2 + 5𝑥2 − 4.
1	2

Начальная точка ̅𝑥̅0̅ = [1,1], шаг выбирать из диапазона [0, 0.1] через 0.01

	Билет №6

	Выполнить две итерации метода наискорейшего спуска для функции:

𝑓(𝑥1, 𝑥2) = 3𝑥2 + 4𝑥2 − 2.
1	2

Начальная точка ̅𝑥̅0̅ = [1,1], шаг выбирать из диапазона [0, 0.2] через 0.01

	Билет №7

	Выполнить две итерации метода сопряжѐнных градиентов для функции:

𝑓(𝑥1, 𝑥2) = 6𝑥2 + 5𝑥2 − 4.
1	2

Начальная точка ̅𝑥̅0̅ = [1,1], шаг выбирать из диапазона [0, 0.1] через 0.01



	Билет №8

	Выполнить две итерации метода сопряжѐнных градиентов для функции:

𝑓(𝑥1, 𝑥2) = 3𝑥2 + 4𝑥2 − 2.
1	2

Начальная точка ̅𝑥̅0̅ = [1,1], шаг выбирать из диапазона [0, 0.2] через 0.01




	Билет №9

	Используя метод Ньютона, найти минимум функции:

𝑓(𝑥1, 𝑥2) = 6𝑥2 + 5𝑥2 − 4.
1	2

Начальная точка ̅𝑥̅0̅ = [1,1].

	[bookmark: _GoBack]Билет №10

	Используя метод Ньютона, найти минимум функции:

𝑓(𝑥1, 𝑥2) = 3𝑥2 + 4𝑥2 − 2.
1	2

Начальная точка ̅𝑥̅0̅ = [1,1].



