Примерные оценочные материалы, применяемые при проведении
промежуточной аттестации по дисциплине (модулю) 
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Примерный перечень теоретических вопросов 
При проведении промежуточной аттестации обучающемуся предлагается дать ответы на 2 вопроса из нижеприведенного списка.

1. Понятие статистической гипотезы. Нулевая и конкурирующая гипотезы. Критерий. Критическая область и область принятия нулевой гипотезы. 
2. Проверка гипотез. Простые и сложные гипотезы. Критерий выбора между основной и альтернативной гипотезами. Уровень значимости. Мощность критерия. Ошибки первого и второго рода. 
3. Уравнение парной линейной регрессии. Оценка параметров. Метод наименьших квадратов. 
4. Теорема Гаусса-Маркова. Предпосылки метода наименьших квадратов. 
5. Основные понятия дисперсионного анализа. 
6. Оценка качества уравнения парной линейной регрессии. Средняя относительная ошибка аппроксимации. 
7. Оценка качества уравнения парной линейной регрессии. F-критерий Фишера. 
8. Оценка качества уравнения парной линейной регрессии. Критерий Стьюдента. 
9. Анализ остатков. Критерий Дарбина-Уотсона. 
10. Парные уравнения нелинейной регрессии. Степенное уравнение регрессии. Оценка параметров. 
11. Парные уравнения нелинейной регрессии. Показательное уравнение регрессии. Оценка параметров. 
12. Парные уравнения нелинейной регрессии. Гиперболическое уравнение регрессии. Оценка параметров. 
13. Оценка качества парных уравнений нелинейной регрессии. 
14. Оценка тесноты связи переменных в линейной регрессии. Коэффициент парной корреляции. Свойства. Оценка статистической значимости. 
15. Оценка тесноты связи переменных в нелинейной регрессии. Индекс корреляции. 
16. Коэффициент детерминации. Интерпретация. Оценка статистической значимости. 
17. Скорректированный коэффициент детерминации. Интерпретация, применение. 
18. Приложения парных регрессионных моделей. Прогнозирование по уравнению регрессии. Оценка точности прогноза. 
19. Анализ степени влияния фактора на результат. Средний и частный коэффициенты эластичности. 
20. Классическая модель множественной линейной регрессии. Оценка параметров уравнения множественной линейной регрессии. 
21. Оценка качества уравнения множественной линейной регрессии. Средняя относительная ошибка аппроксимации. 
22. Оценка качества уравнения множественной линейной регрессии.F-критерий Фишера. 
23. Оценка качества уравнения множественной линейной регрессии.t-критерий Стьюдента. 
24. Построение оптимального набора объясняющих переменных. Требования к объясняющим переменным регрессионной модели. Коэффициент вариации. 
25. Построение оптимального набора объясняющих переменных. Требования к объясняющим переменным регрессионной модели. Интеркорреляция. 
26. Построение оптимального набора объясняющих переменных. Требования к объясняющим переменным регрессионной модели. Мультиколлинеарность. Методы обнаружения и устранения. 
27. Построение оптимального набора объясняющих переменных. Требования к объясняющим переменным регрессионной модели. Общая схема корректировки избыточного набора независимых переменных. 
28. Корреляционная матрица. Свойства. Коэффициент множественной корреляции. 
29. Анализ степени влияния факторов на результат. Частные уравнения регрессии. Средний и частный коэффициенты эластичности. 
30. Анализ остатков. Проверка гомоскедастичности остатков. 
31. Проблема объединения двух выборок. Критерий Грегори Чоу. 
32. Уравнение множественной линейной регрессии в стандартизованном виде. 
33. Уравнения множественной линейной регрессии с фиктивными переменными. 
34. Временные ряды. Основные понятия и определения. 
35. Временные ряды. Проверка гипотезы о наличии тренда. 
36. Временные ряды. Стационарность. Критерий Фишера. 
37. Временные ряды. Стационарность. Критерий Кокрена. 
38. Моделирование тенденции временного ряда методом скользящей средней (нечетная база) 
39. Моделирование тенденции временного ряда методом скользящей средней (четная база). 
40. Аналитическое выравнивание. Виды уравнений тренда. Линейный тренд. Оценка параметров линейного тренда. 
41. Исследование структуры ряда. Автокорреляция. Коэффициенты автокорреляции. Автокорреляционная функция. Коррелограмма. 
42. Моделирование тенденций временного ряда при наличии структурных изменений. Критерий Грегори Чоу. 
43. Моделирование ряда с сезонными (циклическими) колебаниями. Прогнозирование временных рядов с учетом сезонности. 
44. Прогнозирование по уравнению тренда. Оценка точности прогноза. Модельная ошибка. 
45. Моделирование сезонных и циклических колебаний. Аддитивная модель временного ряда без учета сезонности. 
46. Моделирование сезонных и циклических колебаний. Мультипликативная модель временного ряда с учетом сезонности. 
47. Моделирование сезонных и циклических колебаний. Аддитивная модель временного ряда с учетом сезонности. 
48. Прогнозирование на основе временных рядов. 



